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ABSTRACT
In this paper, we present a strategy to provide users with explainable

cross-domain recommendations (CDR) that exploits large language

models (LLMs). Generally speaking, CDR is a task that is hard to

tackle, mainly due to data sparsity issues. Indeed, CDR models

require a large amount of data labeled in both source and target
domains, which are not easy to collect. Accordingly, our approach

relies on the intuition that the knowledge that is already encoded in

LLMs can be used to more easily bridge the domains and seamlessly

provide users with personalized cross-domain suggestions.

To this end, we designed a pipeline to: (a) instruct a LLM to

handle a CDR task; (b) design a personalized prompt, based on

the preferences of the user in a source domain, and a list of items

to be ranked in target domain; (c) feed the LLM with the prompt,

in both zero-shot and one-shot settings, and process the answer

in order to extract the recommendations and a natural language

explanation. As shown in the experimental evaluation, our approach

beats several established state-of-the-art baselines for CDR in most

of the experimental settings, thus showing the effectiveness of

LLMs also in this novel and scarcely investigated scenario.

KEYWORDS
Cross-domain Recommendations; Recommender Systems; Large

Language Models; Instruction Tuning

ACM Reference Format:
Alessandro Petruzzelli, Cataldo Musto, Lucrezia Laraspata, Ivan Rinaldi,

Marco de Gemmis, Pasquale Lops, and Giovanni Semeraro. 2018. Instruct-

ing and Prompting Large Language Models for Explainable Cross-domain

Recommendations. In Proceedings of Make sure to enter the correct conference

∗
Corresponding author.

Permission to make digital or hard copies of all or part of this work for personal or

classroom use is granted without fee provided that copies are not made or distributed

for profit or commercial advantage and that copies bear this notice and the full citation

on the first page. Copyrights for components of this work owned by others than the

author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or

republish, to post on servers or to redistribute to lists, requires prior specific permission

and/or a fee. Request permissions from permissions@acm.org.

Conference acronym ’XX, June 03–05, 2018, Woodstock, NY
© 2018 Copyright held by the owner/author(s). Publication rights licensed to ACM.

ACM ISBN 978-1-4503-XXXX-X/18/06

https://doi.org/XXXXXXX.XXXXXXX

title from your rights confirmation emai (Conference acronym ’XX). ACM,

New York, NY, USA, 10 pages. https://doi.org/XXXXXXX.XXXXXXX

1 INTRODUCTION
Recommender systems (RSs) have emerged as essential tools to

support users in decision-making [39]. These systems leverage user

preferences and historical behavior to suggest items of potential in-

terest, ranging frommovies andmusic to products and news articles

[20]. Generally speaking, RSs employ various algorithms, including

collaborative filtering, content-based filtering, and hybrid methods,

to generate personalized recommendations tailored to individual

users [40]. Cross-domain recommender systems (CDR) [10] repre-

sent a specialized class of RSs designed to address the challenge of

recommendation in heterogeneous domains. Unlike traditional RSs,

that operate within a single domain, cross-domain recommender

systems extend their capabilities across multiple domains (typically

referred to as source and target domains), accommodating diverse

types of items and user preferences. By leveraging knowledge trans-

fer and domain adaptation techniques [24], these systems enable

the transfer of insights and recommendations from one domain

to another. However, CDR typically suffer of data sparsity issues

[6], since they require a large amount of labeled data in both the

domains, which is not easy to collect. Moreover, some works [8]

showed that the actual transfer of knowledge that happens be-

tween the domains is often over-claimed. A suitable solution is

represented by content-based features and item metadata, whose

exploitation in the area of RSs is largely established [30, 34]. As

shown by several works, [12, 17], this information be used to better

link the knowledge across the domains and provide accurate CDRs.

In this research direction, Large Language Models (LLMs) repre-

sent a promising means to provide CDRs with the knowledge that

is needed to transfer preferences across different domains. Indeed,

LLMs are trained on vast corpora of text data to learn complex pat-

terns and relationships within language. These models, such as GPT

[1, 54] and LLaMa [48, 49], excel at natural language understanding

and generation tasks, including machine translation [2, 7], summa-

rization [25, 47], and dialogue generation [51]. While some attempts

towards the exploitation of LLMs for recommendation tasks has

been proposed [9, 15, 16], up to our knowledge the use of LLMs

to tackle CDR tasks has been scarcely investigated. Conversely,
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in our conjecture, the huge amount of knowledge that is already

encoded in LLMs can be used to more easily bridge the domains

and seamlessly provide users with cross-domain suggestions.

Accordingly, this paper aims to fill in this gap by proposing a

pipeline to: (a) instruct open LLMs to handle a CDR task; (b) design a
personalized prompt, based on the preferences of the user in a source
domain, and a list of items to be ranked in target domain; (c) feed the
LLM with the prompt, in both zero-shot and one-shot settings, and
process the answer to extract the recommendations together with a

natural language explanation. As shown in the experiments, based

on the comparison of three different state-of-the-art (SOTA) LLMs,

i.e., GPT, LLama and Mistral [1, 21, 48, 49, 54], our approach beats

several baselines for CDR in most of the experimental settings, thus

showing the effectiveness of LLMs also in this scarcely investigated

scenario. To sum up, this paper provides the following contributions:

(1)We introduce a pipeline that allows LLMs to handle a CDR task,

based on instruction tuning techniques; (2) We design a strategy

to prompt LLMs and obtain suitable CDRs, together with a natural

language explanation; (3) We compare our approach to several

baselines for CDR, and we guarantee the reproducibility of the

protocol by releasing our source code.

The rest of the paper is organized as follows: in Section 2 we

discuss related work. Next, Section 3 introduces the problem and

Section 4 describes our workflow to obtain CDRs based on LLMs.

Finally, in Section 5 we present our experiments, and in Section 6

we provide the conclusions and sketch future research directions.

2 RELATEDWORK
In this section, we provide some basics of LLMs and we present

an overview of RSs based on these models, by emphasizing the

distinctive traits of our work.

2.1 Large Language Models
Large language models (LLMs) have revolutionized the landscape of

artificial intelligence research, including RSs. These models, which

put down roots in the area of distributional semantics [35], are typ-

ically based on Transformers [50] and are trained on huge amount

of textual data. The hallmark of Transformers is the use of attention
mechanisms to influence the representation of a piece of text based

on the semantics of the (most relevant) surrounding words. This

allows to learn representations that are very accurate and encode

many nuances of the language [18]. Early LLMs, such as BERT [11],

exploited the Transformers in the so-called encoder-only fashion,

i.e., the output of the process was an embedding representing word

or sentences. Conversely, more recent models, such as GPT [1, 54],

LLaMa [48, 49], T5 [37], and Mistral [21], rely on encoder-decoder
or decoder-only architectures. In other terms, these LLMs can also

generate textual content that is coherent to a generic input (i.e.,
the answer to a question, or the completion of a sentence). Such

a generation capability allowed LLMs to handle many and diverse

downstream tasks, including recommendations, and gave rise to

systems such as ChatGPT.

In order to fully exploit the knowledge available in LLMs, it is

necessary to prompt these models. Generally speaking, the con-

cept of prompt engineering [5] refers to process of crafting specific

instructions, called prompts, to guide a LLM towards a desired out-

come. Based on the amount of information that is provided to the

LLMs, prompting strategies can be roughly split into zero-shot and
one-shot (or, more in general, few-shot) prompting. In the first case,

the prompt itself contains all the necessary information for the

LLM to complete the task. As an example, a zero-shot prompt for a

recommendation task may just include the preferences of the user

and the request for a list of suggestions. Conversely, in the latter

case, also referred to as in-context learning, the prompt is accom-

panied by one or more examples that show the desired output, in

terms of content, format and style. This extra information helps

the LLM to better understand the task and return a correct output.

However, the effectiveness of prompting strategies often clashes

with the number of parameters of the models. Indeed, huge models

such as GPT3.5 or GPT-4 (consisting of approx. 175B and 1.8T

of parameters
1
, respectively) are able to effectively tackle very

diverse tasks, even in zero-shot settings. Conversely, relatively

smaller models, such as LLaMa (consisting of 7 or 13 billions of

parameters), do not have sufficient generalization capabilities to

be equally accurate. In these cases, before prompting a model it is

often necessary to specialize them in the task to be tackled. This is

done through an approach that is referred to as fine-tuning, which
involves an additional training step of the LLM by injecting a set

of new and labeled data that are specific to the task. When fine-

tuning is used to let LLMs handle new tasks it was not originally

trained on, this strategy is known as instruction tuning [56]. As

regards training strategies, when re-training is too computationally

expensive, strategies for parameter-efficient fine tuning (PEFT)

such as LORA [19] and prompt tuning [26] can be exploited. These

models either work on an approximation of the original weight

matrices or learn a smaller portion of the original LLM. However,

it is necessary to point out that fine-tuning and instruction-tuning
strategies can be only run on open-sourced LLMs, such as LLaMa.

In this paper, we put together all the above mentioned
pieces and we propose a framework based on LLMs to tackle
a CDR task. This is done by first exploiting instruction tun-
ing techniques to let LLMs adapt to our scopes. Subsequently,
we explored prompt engineering to design a proper prompt
that returns a list of recommendations together with an ex-
planation. All the details will provided next.

2.2 LLMs for Recommender Systems
While early attempts have exploited LLMs and Transformers as en-

coders [36, 46], recent works either use them by directly prompting

for recommendations or be fine-tuning for the task.

As for fine-tuned models, the first attempt to jointly address

recommendation tasks through LLMs is represented by P5 [16].

This model is based on T5 [37] and introduces different prompts

to tackle different recommendation tasks, including rating predic-

tion, sequential recommendation and so on. A similar attempt is

proposed in M6-Rec [9], built on the M6 architecture [27]. While

both these models obtained remarkable results, it was not possible

to consider them as baselines since CDR is not among the tasks

these models can handle. Moreover, our work is not directly com-

parable since we designed a discrete prompt where preferences are

represented in a textual form, rather than using only item IDs.

1
https://the-decoder.com/gpt-4-architecture-datasets-costs-and-more-leaked/
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Figure 1: Workflow of the proposed model

Next, as regards models directly prompting LLMs to obtain rec-

ommendations, in [23] the authors evaluate models belonging to

the GPT family [55]. This is done by feeding the LLMwith a prompt

representing the user profile based on their past item ratings. Even

without fine-tuning, the model achieved performance comparable

to baseline models. Another study [41] focused on sequential rec-

ommendation tasks, considering both item descriptions and user

preferences. Their findings suggest that in-context learning outper-

forms the zero-shot approach. Finally, in [15] the authors propose

a framework utilizing GPT for both rating and ranking prediction,

showcasing remarkable capabilities in the movie domain.

While our approach shares with these works the idea of prompt-

ing LLMs for recommendations, the novelty of this paper lies in
the exploitation of LLMs for cross-domain recommendation,
in both zero-shot and one-shot settings. Up to our knowledge,

this research direction has been never investigated in literature.

Moreover, we also used LLMs to generate an explanation sup-
porting the recommendations. With the exception of some early

work [42], this direction is scarcely investigated as well.

3 PROBLEM FORMULATION
Unlike traditional RSs, CDR tasks involve two domains: a source

domain DS and a target domain DT (i.e., movies and books). Let

IS = {𝑖1𝑆 , . . . , 𝑖𝑛𝑆 } andIT = {𝑖1𝑇 , . . . , 𝑖𝑚𝑇 }, be the sets of the items

in the different domains. For each 𝑖 ∈ IS or IT we can assume that

a list F𝑖 = {𝑓1, . . . , 𝑓𝑧 } of descriptive features of the item (i.e., genre,

categories, author, etc.) exists.

Next, let US = {𝑢1𝑆 , . . . , 𝑖 𝑗𝑆 } and UT = {𝑖1𝑇 , . . . , 𝑖𝑘𝑇 }, be the
sets of the users who interacted with the items in the source and tar-

get domains, respectively. As regards the users, it is worth pointing

out that our evaluation will rely on the users who have provided

positive ratings in both source and target domains
2
. Formally, target

users are represented by the overlapping setU = US ∩UT .
In our workflow, for each 𝑢 ∈ U, we first collect their positive

and negative preferences. Let P𝑢,S and N𝑢,S ⊆ IS be the sets of

the items liked and disliked by the user 𝑢 in the source domain, and

let R𝑢,T ⊆ IT be the set of the items to be ranked in the target

domain, i.e., the ground truth. Given a generic LLM, we design

a prompt that takes as input the items in P𝑢,S , N𝑢,S and R𝑢,T ,

2
While this is not a requirement for a real CDR settings, in our scenario it becomes

mandatory since we need ground truth data, i.e., items evaluated by the user in the

target domain, to evaluate the accuracy of the recommendations.

together with their descriptive features F , and returns as output a

list R̃ that re-ranks the items in R𝑢,T . Formally:

R̃ = 𝑝𝑟𝑜𝑚𝑝𝑡 (𝐿𝐿𝑀,P𝑢,S,N𝑢,S,R𝑢,T , F ) (1)

In the experiments, we assess to what extent R̃ is close to the correct

ranking of the items in R𝑢,T , based on the ground truth.

4 METHODOLOGY
The workflow carried out by our strategy is presented in Figure

1. As shown in the Figure, it can be roughly split into four phases:

(a) data pre-processing, whose goal is to prepare the data in a

form that is suitable by a LLM; (b) instruction tuning, that uses
a portion of the data to train the model to correctly tackle a CDR

task; (c) prompting, that aims at building the natural language

request for the LLM; (d) refinement and recommendation, where
the output of the LLM is processed in order to extract the list of

suggestions together with the explanations.

4.1 Data Pre-Processing
The first step that is carried out is the data pre-processing. In partic-

ular, this step takes as input all the data that are available (regardless

of belonging to the source or target domains) and prepares them in

a form that is suitable by our workflow. A fundamental preliminary

step is the split of the setU, defined as in Section 3, in two disjoint

subsetsU𝐼 andU𝑃 . In particular,U𝐼 will be used for the instruction
tuning step, whileU𝑝 will be used for the prompting phase. It is im-

portant to point out thatU𝐼 ∩U𝑇 = ∅. This design choice prevents

information leakage and ensures a fair and unbiased evaluation of

the model, since we guarantee that the users used to instruct the

model are not used to evaluate the model itself
3
. Moreover, for each

user 𝑢 in either U𝐼 and U𝑃 , the sets P𝑢,S,N𝑢,S,R𝑢,T are built

for every source and target domains. Finally, the set F containing

of the descriptive features of the items is obtained. As previously

stated, all these sets represent the input of the LLM, in both the

instruction tuning and prompting phases.

4.2 Instruction Tuning
As we stated throughout the paper, the goal of instruction tuning is

to specialize a LLM to tackle new tasks. In our case, we provide a

LLM with data regarding CDR scenarios, and we adapt the model.

3
Once the model has been fine-tuned, it is not necessary to repeat this step for every

run. It is mandatory only when instruction tuning has to be carried out.
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Instruction Input
System
prompt

You are a cross-domain recommender system User provides you a list of items from a source domain that they liked and a list of items such source domain that

they disliked Using the same format as the user, you must re-rank the candidate items based on the user liked items and return the top k <target domain> Answer
using the format: \n Items ranking: <list of top k recommended <domain> ids>. \n Explanation: <explanation>.

User
prompt

I liked these books:

Title: The Great Gatsby Brand: F. Scott Fitzgerald Categories: [Classic Literature, Fiction]

Title: Harry Potter and the Philosopher’s Stone Brand: J.K. Rowling Categories: [Fantasy, Young Adult]

Instead, I disliked these books:

Title: Fifty Shades of Grey Brand: E.L. James Categories: [Romance, Erotic Fiction]

Title: Twilight Brand: Stephenie Meyer Categories: [Fantasy, Romance]

Rank and return the top k movies from:

Id: 1234 Title: The Great Gatsby Brand: Warner Bros. Pictures Categories: [Drama, Romance]

Id: 5678 Title: Harry Potter and the Sorcerer’s Stone Brand: Warner Bros. Pictures Categories: [Fantasy, Adventure]

Id: 91011 Title: Gone Girl Brand: 20th Century Fox Categories: [Mystery, Thriller]

Instruction Output
Model
Output

Items ranking: 1234, 5678, 91011

Explanation: Based on the user’s liked books, which include "The Great Gatsby" and "Harry Potter and the Philosopher’s Stone", it’s apparent that they enjoy

classic books with elements of fiction and fantasy, particularly in the young adult genre.

Table 1: A complete example of prompt zero-shot setting.

The output of this step is a new LLM, that is specialized on CDRs.

From now on, we will refer to the model as CDR-LLM.

In a nutshell, the Instructor model transforms the data coming

from the pre-processing step in a form that is suitable by a LLM, and

uses them to fill in a set of adaptation prompts, i.e., prompts that are

used to adapt the LLM to new tasks, before fine-tuning again the

model. In our case, we design a discrete prompt, i.e., we lexicalize
all the information regarding the task, the preferences of the user

and the features of the items as a string, and we concatenate all of

them. To this end, the process is further split into two steps: first,

the structure of the adaptation prompt is designed. In particular,

the prompt is organized in three main parts: System Prompt.
This part provides general instructions about the CDR task and

the domains. User Prompt. This part details the user interaction
history. It is further divided into three parts: (a) User-liked items
in the source domain, with their features. (b) User-disliked items in
the source domain, along their features. (c) Candidate items in the

target domain, along their features. Model Output. This specifies
the expected output for the LLM, which is the list of re-ranked

candidate items in the target domain based on user preferences and

an explanation of the provided recommendations.

Then, these parts are concatenated one to each other. Formally:

𝑝𝑟𝑜𝑚𝑝𝑡𝑎𝑑𝑎𝑝𝑡 = SystemPrompt ⊕ UserPrompt ⊕ModelOutput (2)

Where ⊕ indicates concatenation. Once the structure of the

prompt has been defined, each prompt can be filled in based on the

information about user preferences and item features. A complete

example of prompt is provided in Table 1.

As shown in the example, the System Prompt part remains

static, while the User Prompt is dynamically populated based on

the lexicalization of the preferences. Finally, the Model Output
contains the correct ranking based on the ground truth and an

explanation generated by the LLM itself. In other terms, the goal of

the adaptation prompts is to provide LLMs with a description of the

task together with a set of examples that also contain the correct
answer the LLM should be able to provide, i.e., the correct ranking
and a suitable explanation. In this way, we let the LLM exploit its

outstanding generalization capabilities and adapt its behavior to

such a new and unseen task, even with a few number of examples.

This process is repeated for all the users inU𝐼 and over all the

combinations of source and target domains. This choice is justified

by the fact that we want to specialize the model in a general cross-
domain recommendation task, regardless of the specific source and

target domains. Conversely, as we will show in the next step, in the

prompting phase a specific couple of source and target domains is

picked, since we want to provide CDRs in a specific setting.

Once all the adaptation prompts are generated, our Instruction

Data (see Figure 1) are obtained. Such data are used to fine-tune

the model and output our CDR-LLM model. As regards this phase,

we opted for a full parameter fine-tuning of the model. More details

about this will be provided next. In particular, the objective of

instruction tuning is to minimize the average loss over the entire

set of instruction data defined as:

min

𝜃 ∈𝜃𝐿𝐿𝑀

1

𝑁

𝑁∑︁
𝑖=1

𝐿(𝐿𝐿𝑀 (𝑝𝑖 ;𝜃 ), 𝑟𝑖 )) (3)

where 𝑝𝑖 is an adaptation prompt (system and user parts), 𝑟𝑖 is

the expected response (the instruction output)), 𝐿 is a loss function,

(generally the Cross Entropy), 𝜃 represents the parameters of the

LLM model, and 𝜃𝐿𝐿𝑀 is the parameter space. In other terms, by

minimizing this loss function, LLMs learn to accurately respond to

novel and unseen prompts.

4.3 Prompting LLMs for CDR
Once the CDR-LLM model has been learnt, it is possible to prompt

the model to return a list of CDRs based on the preferences of a user.

As shown in the workflow, the prompting starts with the Domain

Selector component, whose goal is to simply pick a source and a

target domain to be used. Next, given the domains, for each user

𝑢 in UP we build the sets P𝑢,S,N𝑢,S,R𝑢,T , and we collect the

descriptive features of the items. Next, we feed CDR-LLM with a

personalized prompt based on these sets. In this case, the prompt

follows the same structure presented in Table 1, with the exception

of the model output, which is not provided. Indeed, in this case the

answer will be obviously generated by the model. Formally,

𝑝𝑟𝑜𝑚𝑝𝑡𝑡𝑒𝑠𝑡 = System Prompt ⊕ User Prompt (4)

In other terms, in this step we simply prompt the LLM we have

previously specialized, and we check to what extent it is able to

provide accurate CDRs. It is important to emphasize again that the

users inUP are completely disjoint from those inUI . Moreover,

in order to also assess the effectiveness of in-context learning in
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cross-domain recommendations, we repeated the process in a one-
shot setting i.e., we extended the user prompt by also adding an

example of correct recommendation and explanation based on the

profile of another user in UP . Due to space reasons, we cannot

provide an example of this prompt. However, in the experiments

we will compare the behavior of each LLM in both the settings.

4.4 Output Refinement and Recommendation
Despite the instruction tuning phase, the output of CDR-LLM may

not always strictly follow the desired format. To address this, we

introduced in our workflow an output refinement step that guar-

antees the model’s recommendations align with this format.

The refinement process consists of two steps. First, we analyze

the IDs returned as output to avoid hallucinations [38] that are typ-
ical of LLMs. In particular, we compare the elements returned by

CDR-LLM with those in R𝑢,T , and we filter those that did not occur
in the original set of candidate items. Then, the final recommen-

dation list corresponds to the list of filtered IDs, in the same order

they appeared in the response of the LLM. Next, the explanation

section is analyzed. In this case, we extract all the text after the

word "Explanation:" occuring in the answer of the LLM. As shown

in Table 1, the natural language explanations generated by CDR-

LLM represent another distinctive trait of the current approach.

Indeed, they clearly show the remarkable ability of the LLMs to

seamlessy to exploits the huge body of knowledge they encode

to identify patterns and connections between items belonging to

different domains. In the experimental evaluation, we will also

partially evaluate this aspect.

4.5 Discussion
In this section, we have presented our framework to provide users

with CDRs based on LLMs. Before going into details of the exper-

iments, it is necessary to point out the following aspects: (1)We

designed a very general framework, that can be adapted to every

LLM. Accordingly, in the evaluation we will compare several LLMs

at the SOTA, by considering both open and close LLMs, as well as

smaller and larger LLMs (in terms of parameters). This guarantees

the solidity of our findings; (2) While the framework is described

as a pipeline, it is not necessary (and, sometimes, even not possible)

to run all the steps. Indeed, instruction tuning can be only run for

open-sourced LLMs, such as LLaMa. Closed models such as those

belonging to the GPT family can be only directly prompted, since it

is not possible to fine-tune them. (3) While instruction tuning can-

not be run for all the models, this does not jeopardize the outcomes

of the experiments. Indeed, as we will show in the next section, the

huge number of parameters of GPT (i.e., 25x w.r.t. LLaMa) allows it

to correctly handle a CDR task even without the adaptation step.

On the contrary, instruction tuning is mandatory for smaller models.

Without this step, they do not show the capability of generating

an answer in the correct format. (4) In our experiments, we run

instruction tuning and prompting by considering all the features
that are available for the items in the source and target domains.

While we agree that this choice completely falls into the concept

of prompt engineering and should be carefully considered, due to

space reasons it was not possible to discuss and report more results.

This analysis is left as future work.

5 EXPERIMENTAL EVALUATION
Our experiments were designed to answer the following research

questions (RQs): (RQ1) How do different LLMs perform in the CDR

task, in terms of accuracy, ranking, popularity bias and quality of

explanations? (RQ2)What is the effect of in-context learning on the

different metrics we compared? (RQ3) How does the performance

of LLMs in the CDR setting compare to that of SOTA models?

5.1 Experimental Design
Datasets. Following prior works in the area of CDR [3, 52, 58], we

conducted experiments on Amazon dataset
4
[33]. These data are

particularly suitable for CDR since they have overlapping users

across multiple domains. Specifically, we selected three datasets, i.e.,
"Movies", "CDs", and "Books". Each item is provided with a title, a

list of categories and an author and/or a brand. From these datasets,

we generated six distinct cross-domain scenarios by interchanging

their roles as either source or target domains. All these datasets

have been preliminary processed in order to filter out users having:

(a) less than 5 preferences; (b) less than 10 items in the ground

truth; (c) More than 30 items, in either training or test sets. The

first heuristics was set to remove non-significant users. The second

was necessary to obtain significant results (we used 𝑘 = 5 as cut-off

for our metrics). Finally, the third heuristics was due to the limits

in the length of the prompts (4096 tokens at most) that characterize

current LLMs. Statistics of the datasets are provided in Table 2. All

the datasets are released on our repository
5
.

Protocol. To run instruction tuning, we picked 5,642 users. Users

were randomly selected, as long as the proportion among the differ-

ent scenarios is guaranteed. The remaining users were used to test

the framework in the prompting phase. To prepare the prompts,

we established that items rated with a score of 5 out of 5 were con-

sidered as positive, while all the others were considered as negative.
This guarantees a more balanced distribution of ratings. As we an-

ticipated throughout the paper, to generate the recommendations

we followed the TestRatings strategy [4], i.e., we asked the LLM to

re-rank the items in the test set, and we returned as recommen-

dation the list of top-k items ranked by the LLM, by filtering out

non-existing items and hallucinations (see Section 4.4).

Evaluation metrics. The recommendation lists have been evalu-

ated through the ClayRS framework [31], ensuring reproducibility

and repeatability. We considered Precision, Recall, F1, nDCG as

accuracy metrics, as well as the average popularity of the recom-

mended items. Additionally, we evaluate explanation quality using

perplexity score
6
. This metric reflects the model’s uncertainty in

predicting the next word in a textual output, i.e, the explanations,

in our case. A lower perplexity score indicates that the model is

more confident in the generated text, suggesting a more coherent

and well-structured explanation. Finally, for each metric, we as-

sessed statistical significance by running t-test. Also in this case,

we used the implementation available in ClayRS and we compared

the scored obtained by each user for each metric.

Implementation Details. To run our experiments, we compared

the performance of three SOTA LLMs. As regards GPT, we exploited

4
http://jmcauley.ucsd.edu/data/amazon/

5
https://github.com/petruzzellialessandro/RecSys_2024_CDR_LLM

6
https://huggingface.co/docs/transformers/perplexity

http://jmcauley.ucsd.edu/data/amazon/
https://github.com/petruzzellialessandro/RecSys_2024_CDR_LLM
https://huggingface.co/docs/transformers/perplexity
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Scenario #user

Source Target

#items #interactions sparsity #likes_base #dislikes_base #items #interactions sparsity #likes_target #dislikes_target

Movies→ Books 2145 10,366 20,289 99.91% 11430 8859 29,325 36,472 99.94% 20464 16008

Books → CDs 1940 19,828 24,049 99.94% 13288 10761 16,745 24,853 99.92% 15997 8856

CDs → Books 2269 14,134 20,294 99.94% 13251 7043 30,565 38,448 99.94% 21507 16941

CDs→Movies 2098 13422 19569 99.93% 12742 6827 12120 27216 99.89% 15205 12011

Books→Movies 1933 20278 24499 99.94% 13663 10836 11819 24959 99.89% 13955 11004

Movies→ CDs 1965 9503 18937 99.90% 10517 8420 16659 25317 99.92% 16199 9118

Table 2: Statistics of the Datasets

GPT3.5 Turbo by using GPT’s APIs
7
. Next, we exploited LLaMa2-

7B-chat
8
for LLaMa, while Mistral-7B Instruct v0.2

9
was used as

reference model for Mistral. In the instruction tuning step, we fine-

tuned these models for 15 training epochs and a batch size of 64.

This was distributed as 16 instances per device across 4 Nvidia A100

GPUs using DeepSpeed [44]. We employed the Adam optimizer

with a learning rate of 5e-5, weight decay of 1e-4, and a maximum

gradient norm of 1.0. The training time per model was approxi-

mately 3 hours. As previously stated, instruction tuning was only

possible for open LLMs such as LLama and Mistral.

Baselines. We evaluate the effectiveness of our proposed methods

by comparing them with several competitive baselines available

in RecBole [57]. In particular, we considered: (1) EMCDR [32]:

This method utilizes a multi-layer perceptron to capture non-linear

relationships across domains, enabling flexible learning of domain-

specific features. (2) BiTGCF [28]: This approach relies on graph

collaborative filtering and tackles data sparsity by leveraging do-

main knowledge and facilitating knowledge transfer between do-

mains. It incorporates feature propagation to capture high-order

connectivity in user-item graphs. (3) DeepAPF [53]: This attention-

based CDR method learns non-uniform importance weights for

both cross-domain commonalities and domain-specific user inter-

ests. (4) CMF [43]: This method introduces a relational learning

architecture that performs simultaneous matrix factorization on

multiple user-item relationships. Crucially, it shares latent factors

across these matrices when users participate in multiple domains,

allowing information from one domain to enhance prediction ac-

curacy in another. (5) CLFM [14]: This method considers the di-

versity among related domains and incorporates both common and

domain-specific rating patterns through joint non-negative matrix

tri-factorization, enabling learning of shared patterns across do-

mains while preserving domain-specific information. (6) SSCDR
[22] This method employs a semi-supervised mapping approach,

learning latent vectors for users and items in each domain and then

training a cross-domain mapping function using labeled data from

overlapping users and unlabeled data from all items; As regards the

choice of the baselines, it is necessary to point out that we limit our

comparison to the CDR models available in RecBole. This was done

to guarantee a fair comparison and the reproducibility. Moreover,

as regards potential baselines based on LLMs, methods such as P5

[16] and M6-Rec [9] were not considered since they did not support

CDR. No other methods for CDR based on LLMs were found.

5.2 RQ1: Comparing LLMs for CDR
To answer RQ1, we compared the effectiveness of different LLMs

in the task of providing users with CDRs. Results are presented in

7
https://platform.openai.com/docs/models/gpt-3-5-turbo

8
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf/

9
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2

Table 3, 4 and 5, showing the performance in the movies, books and

cd domains, respectively. The first important answer to RQ1 is
that the results did not show a LLM clearly beating the others.
On the contrary, the results show a connection between the
best-performing LLM and the target domain.

Indeed, as regards the movie domain (Table 3), LLaMa2 consis-

tently surpasses GPT and Mistral on multiple metrics. It achieves

superior Precision@5, Recall@5, and F1@5. Notably, the best per-

formance is obtained in the zero-shot setting, and this confirms the

remarkable capability of LLM to quickly adapt to new downstream

tasks, without any fine tuning. While this is not the focus of this

contribution, it is also worth pointing out that zero-shot strategies

also allow to implement more sustainable [45] and energy-efficient

solutions. Another tendency that emerged from the experiments

is the performance of Mistral in recommending less popular items

compared to GPT and LLaMa2. It is worth to note that the findings

are completely aligned regardless of the source domain which is

considered, i.e., books or cd. This means that LLMs have the ability

of findings connections between the domains by relying on the

knowledge that is already encoded in these models. This confirms

our intuitions, showing that LLMs can be a suitable solution to

bridge heterogeneous domains and provide users with CDRs.

Next, as regards the book domain, the best-performing model

is GPT, which overcomes both LLaMa2 and Mistral in all the set-

tings. Such a different behavior can be probably explained in the

light of the different body of knowledge that is used to train such

models. Indeed, as showed by recent studies [29], it is likely that a

significant portion of the text which is used to train GPT-3 comes

from (copyrighted) books. Accordingly, it is not surprising that

in our setting such a knowledge can be effectively exploited to

better provide book recommendations. Moreover, differently from

what we noted for movie recommendations, the best performance

are obtained in 1-shot settings. This means that GPT can better

exploit the information provided through in-context learning and

even improve the accuracy of the recommendation. This behav-

ior is probably due to the huge amount of parameters encoded in

GPT (25x w.r.t. to LLama2, as previously stated) that fosters the

generalization and adaptation capability of such models, even with-

out instruction tuning. Finally, as for CD recommendation, Table

5 shows that GPT and LLaMa emerged as best-performing LLMs,

significantly overcoming Mistral. However, while GPT achieves the

highest Precision@5, Mistral excels again in recommending less

popular items. Finally, LLaMa2 maintains good performance across

precision, recall, and ranking metrics.

To sum up, this experiment showed that the different LLMs

obtain results that are generally comparable. However, an important

finding lies in the connection between the knowledge encoded in

the LLMs and the overall performance, since models trained on a
larger amount of data of a particular kind (i.e., books on GPT)

https://platform.openai.com/docs/models/gpt-3-5-turbo
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf/
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
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tend to have better performance on that particular domain.
While this outcome needs to be further investigated, such behavior

can be helpful to pick the most effective LLM for a particular task.

Another distinctive trait of our work lies in the generation of a

natural language explanation supporting the recommendation. To

this end, we evaluated the quality of the LLM-generated explana-

tions based on perplexity values (see Table 6). These values provide

insights into the clarity of explanations generated by the LLMs.

Comparing perplexity values across different scenarios and LLMs,

it is clear that Mistral consistently demonstrates lower perplexity

compared to LLaMa2. Furthermore, within each LLM, the 1-shot

scenario generally exhibits lower perplexity than the 0-shot sce-

nario. This is an interesting insight, showing that LLMs are
able to improve the quality of the explanations they generate
with just one example provided in the prompt. However, it
is important to point out that perplexity measure the uncertainty

or surprise of a language model in predicting a sequence of words.

While lower perplexity generally corresponds to clearer explana-

tions, it does not include other aspects such as coherence, relevance,

or user satisfaction. Thus, although Mistral may have lower per-

plexity, it does not necessarily imply a better explanation. This is
confirmed by analyzing the length of the explanations, since those

based on Mistral are generally shorter in all the settings.

Accordingly, we also carried out a very preliminary qualitative

analysis of the explanations generated by CDR-LLM. An example

of explanations is provided in Table 8. As expected, while having

lower perplexity, the explanations generated through Mistral tend

to be very concise. Conversely, LLaMa2 showed a very interesting

capability of improving the quality of the explanation by relying

on the example provided in the prompt in the 1-shot setting. Fi-

nally, GPT provides very good explanations in both 0-shot and

1-shot scenarios. However, this is not surprising due the high num-

ber of parameters of the model. To conclude, we can state that
such a preliminary qualitative analysis showed that the ex-
planations generated by our framework seem to effectively
support the recommendations generated by CDR-LLM, find-
ing the connections between source and target domains in an
effective way. A more precise analysis of the explanations, carried

out through a user study, will be investigated in future work.

5.3 RQ2: Role of In-Context Learning
Next, to answer RQ2 we compared the performance of each LLM in

the 1-shot setting w.r.t. the 0-shot setting. As regards GPT, results

show that the introduction of in-context learning improved the

accuracy of the recommendations, in terms of Precision, Recall and

F1. As previously stated, this is not surprising since the huge amount

of parameters of GPT allows this LLM to have a great generalization

capability by just exploiting one single example. However, the use

of examples tend to increase the popularity bias of CDR based on

GPT. Conversely, the analysis of the results on LLaMa and Mistral

led to more interesting results. In this case, a different behavior was

noted for accuracy (i.e., precision, recall, F1) and ranking metrics.

As for the first, a decrease was noted. Conversely, the use of an

example allows to increase the average NDCG of themodels. Also in

this case, the results can be explained in the light of the complexity

of such models, which are significantly smaller w.r.t. GPT. As for

accuracy metrics, it is likely that one single example is not enough

to trigger generalization in LLaMa and Mistral. As future work,

we will carry out further experiments with more input examples

to support our conjecture. On the contrary, NDCG is positively

impacted by the use of shots, since the nature of Transformers,

which LLMs strongly rely on, is inherently sequential. Accordingly,
while it is not surprising that a LLM need more information to

learn how to select good items (as in precision, recall and F1), it is

equally not surprising that a task that is closer to the principles

of Transformers, i.e., ranking, benefits more of the introduction of

examples in the prompts. Overall, this experiment showed that
larger LLMs take more advantage from in-context learning.
However, such a strategy has a positive impact on ranking
and popularity bias on smaller LLMs as well.

Scenario Metric

GPT LLaMa2 Mistral

0-Shot 1-Shot 0-Shot 1-Shot 0-Shot 1-Shot

Books

↓
Movies

Precision@5 ↑ 0.5171 0.5221 0.5316 0.5207 0.5148 0.5215

Recall@5 ↑ 0.4731 0.4810 0.5067 0.4718 0.4628 0.4874

F1@5 ↑ 0.4542 0.4604 0.4725 0.4537 0.4473 0.4623

NDCG@5 ↑ 0.8295 0.8999* 0.8421 0.8601 0.8607 0.8321

AvgPop@5 ↓ 12.0516 12.7576 10.8146 10.4246 10.2708 10.0620*

CDs

↓
Movies

Precision@5 ↑ 0.5153 0.5217 0.5447 0.5436 0.5246 0.5317

Recall@5 ↑ 0.4873 0.4915 0.5313* 0.4877 0.4709 0.5049

F1@5 ↑ 0.4602 0.4666 0.4901 0.4699 0.4580 0.4761

NDCG@5 ↑ 0.8377 0.9117* 0.8476 0.8695 0.8650 0.8337

AvgPop@5 ↓ 12.4699 13.1049 12.1721 11.8152 11.7139 10.6980*

Table 3: Result on Scenarios with Movies as Target Domain

Scenario Metric

GPT LLaMa2 Mistral

0-Shot 1-Shot 0-Shot 1-Shot 0-Shot 1-Shot

Movies

↓
Books

Precision@5 ↑ 0.5406 0.5383 0.5262 0.5174 0.5326 0.5332

Recall@5 ↑ 0.3488 0.3536 0.3408 0.3414 0.3462 0.3451

F1@5 ↑ 0.3942 0.3942 0.3833 0.3804 0.3887 0.3887

NDCG@5 ↑ 0.8326 0.8980* 0.8403 0.8474 0.8410 0.8301

AvgPop@5 ↓ 2.9333 3.2536 2.5785 2.5747 3.0626 2.6859

CDs

↓
Books

Precision@5 ↑ 0.5040 0.5148 0.5040 0.5098 0.5084 0.5068

Recall@5 ↑ 0.3396 0.3528 0.3458 0.3493 0.3393 0.3440

F1@5 ↑ 0.3750 0.3861 0.3773 0.3813 0.3773 0.3780

NDCG@5 ↑ 0.8271 0.9017* 0.8365 0.8444 0.8376 0.8262

AvgPop@5 ↓ 2.9046 3.0115 2.4776* 2.6149 2.8793 2.8051

Table 4: Result on Scenarios with Books as Target Domain

Scenario Metric

GPT LLaMa2 Mistral

0-Shot 1-Shot 0-Shot 1-Shot 0-Shot 1-Shot

Movies

↓
CDs

Precision@5 ↑ 0.5024 0.4785 0.4823 0.4642 0.4385 0.3438

Recall@5 ↑ 0.6493* 0.6292 0.6261 0.6365 0.6033 0.5887

F1@5 ↑ 0.5282 0.5105 0.5116 0.5021 0.4797 0.4003

NDCG@5 ↑ 0.8993 0.9431* 0.8929 0.8995 0.8874 0.9326

AvgPop@5 ↓ 3.9946 4.2190 3.8950 3.7799 3.9789 3.1788*

Books

↓
CDs

Precision@5 ↑ 0.6459 0.6463 0.6438 0.6482 0.6064 0.5683

Recall@5 ↑ 0.4855 0.4861 0.4921 0.4769 0.4377 0.3461

F1@5 ↑ 0.5161 0.5179 0.5196 0.5153 0.4760 0.3970

NDCG@5 ↑ 0.8871 0.9243 0.8886 0.8984 0.8837 0.9284*
AvgPop@5 ↓ 4.0859 4.2715 3.9445 3.7175 3.8166 3.1693*

Table 5: Result on Scenarios with CDs as Target Domain

5.4 RQ3: Comparison to Baselines
Finally, we compared CDR-LLM to several baselines in the area of

CDR. Results are presented in 7. For each setting, the baselines are

compared to the best-performing configuration emerged from RQ1.

As shown in the Table, our approach based on LLMs tend to

outperform the baselines in most of the experimental settings. In

particular, methods based on LLMs beat all the baselines on all the
metrics for the CD-Movies, Movies-Books and Movies-CD setting,

and most of the baselines in the Books-CD and CD-Books. Overall,

in 4 out of 6 comparisons our framework got the best results in
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Scenario Metric

LLaMa2 Mistral

0-Shot 1-Shot 0-Shot 1-Shot

Books →Movies

Perplexity 16.41 10.87 5.76 4.11

Mean length 280.90 275.06 176.67 153.21

Std length 184.25 190.29 71.05 51.43

CDs→Movies

Perplexity 20.10 11.97 6.88 4.49

Mean length 270.10 259.12 174.93 149.93

Std length 170.00 174.52 85.59 45.34

CDs→ Books

Perplexity 13.85 10.24 5.32 4.05

Mean length 253.83 261.32 178.53 177.37

Std length 148.25 154.85 80.39 84.02

Movies → Books

Perplexity 13.83 10.23 5.29 3.95

Mean length 260.50 250.26 170.70 177.78

Std length 123.85 138.99 72.91 81.39

Movies→ CDs

Perplexity 17.89 11.19 6.30 4.31

Mean length 298.20 295.24 180.05 175.94

Std length 173.06 191.02 91.11 79.67

Books→ CDs

Perplexity 15.71 10.70 5.64 4.13

Mean length 310.00 308.77 179.55 147.22

Std length 200.06 216.51 96.48 62.18

Table 6: Perplexity and length statistics of explanations.

Dataset Model Precision@5 ↑ Recall@5 ↑ F1@5 ↑ NDCdG@5 ↑ AvgPop@5 ↓

Books

↓
Movies

DeepAPF 0.5250 0.4807 0.4631 0.8291 16.8534

EMCDR 0.5274 0.4903 0.4664 0.8323 11.9061

SSCDR 0.5423 0.5081 0.4815 0.8339 21.9568

CMF 0.5303 0.4908 0.4684 0.8323 18.6123

BiTGCF 0.5136 0.4702 0.4515 0.8274 13.1767

CLFM 0.5386 0.5018 0.4763 0.8352 19.9481

LLaMa2-0-shot 0.5316 0.5067 0.4725 0.8421 10.8146*

CDs

↓
Movies

DeepAPF 0.5232 0.4996 0.4692 0.8396 18.8728

EMCDR 0.5207 0.4913 0.4650 0.8351 12.2243

SSCDR 0.5421 0.5171 0.4855 0.8424 23.1046

CMF 0.5353 0.5116 0.4807 0.8421 19.4315

BiTGCF 0.5186 0.4955 0.4646 0.8366 17.3814

CLFM 0.5334 0.5104 0.4791 0.8418 20.1796

LLaMa2-0-shot 0.5447 0.5313 0.4901 0.8476* 12.1721*

Movies

↓
Books

DeepAPF 0.5291 0.3358 0.3834 0.8298 4.2974

EMCDR 0.5343 0.3482 0.3902 0.8350 3.2135
SSCDR 0.5262 0.3380 0.3825 0.8268 7.2063

CMF 0.5268 0.3418 0.3846 0.8293 5.9964

BiTGCF 0.5246 0.3448 0.3847 0.8286 5.3548

CLFM 0.5358 0.3492 0.3912 0.8308 6.5011

GPT-1-Shot 0.5383 0.3536 0.3942 0.8980 3.2536

CDs

↓
Books

DeepAPF 0.5105 0.3470 0.3816 0.8262 2.0268*
EMCDR 0.5042 0.3384 0.3752 0.8256 3.2876

SSCDR 0.5120 0.3501 0.3839 0.8192 7.0432

CMF 0.5090 0.3507 0.3823 0.8223 5.5861

BiTGCF 0.5053 0.3404 0.3761 0.8229 5.5628

CLFM 0.5095 0.3532 0.3827 0.8179 6.1075

GPT-1-Shot 0.5148 0.3528 0.3861 0.9017* 3.0115

Movies

↓
CDs

DeepAPF 0.4723 0.6218 0.5033 0.8807 5.2178

EMCDR 0.4815 0.6221 0.5064 0.8869 4.5212

SSCDR 0.4745 0.6191 0.5007 0.8780 7.4475

CMF 0.4801 0.6242 0.5069 0.8833 6.1815

BiTGCF 0.4878 0.6334 0.5146 0.8879 4.9420

CLFM 0.4830 0.6257 0.5076 0.8818 6.3444

GPT-0-Shot 0.5024 0.6493 0.5282 0.8993 3.9946*

Books

↓
CDs

DeepAPF 0.6377 0.4786 0.5104 0.8813 5.2003

EMCDR 0.6338 0.4758 0.5074 0.8788 4.5029

SSCDR 0.6349 0.4723 0.5067 0.8799 7.9277

CMF 0.6408 0.4825 0.5139 0.8814 6.4865

BiTGCF 0.6456 0.4861 0.5188 0.8858 5.2717

CLFM 0.6408 0.4792 0.5131 0.8840 5.4844

GPT-1-Shot 0.6463 0.4861 0.5179 0.9243* 4.2715*

Table 7: Comparison of CDR baselines with LLM’s best result.
Boldfacemetric indicates highest score. *: significantly better
than all baselines with t-test p<0.05.

terms of Precision and F1, while in 5 out of 6 comparisons we

obtained the best Recall. However, the most interesting findings

regard the impact of our strategy in terms of ranking of the items.

Indeed, we always obtained the best results in terms of NDCG (with

a statistically significant increase in 3 out of 6 scenarios). Finally,

it is also remarkable the impact in terms of AveragePopularity.

These results definitely confirm the effectiveness of our approach,

since we showed that: (a) the sequential nature of Transformers is

particularly suitable to tackle CDR as a ranking task, i.e., to put the

items in the right sequence, since it perfectly borrows the principles

of Transformers to CDR. (b) the knowledge encoded in the LLMs, as

well as the ability of finding non-trivial connections between items

in the source and target domains leads to recommendations that are

less prone to popularity bias. Overall, the use of LLMs for CDR
seem to be very promising inmulti-objective fashion, since
our recommendations showed a good trade-off between the
quality of the rankings and their popularity bias. Moreover,
the opportunity of generating a natural language explanation
is another trait that supports the use of LLMs for CDR.

6 CONCLUSIONS AND FUTUREWORK
In this paper, we have presented a framework for explainable CDR

based on LLMs. Our framework first exploits instruction tuning

to adapt LLMs to better handle a CDR task, then uses prompt en-

gineering to ask a LLM retun a list of recommendations together

with a natural language explanation. Our experiments showed that

our framework can provide results that often beat several SOTA

baselines for CDR recommendations, and can also provide a suit-

able explanation that can make the CDR process more transparent.

Moreover, results showed the importance of in-context learning,

especially for ranking and explanation. As future work, we will

analyze different strategies for optimization [13], instruction tuning

and prompting, in order to better drive LLMs. Of course, we will

also evaluate more LLMs and different domains.
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Model 0-shot 1-Shot

LLaMa2

Based on the user’s liked CDs, which include rock, progressive rock, and

alternative rock genres, I have ranked the movies accordingly.

Based on the user’s liked books, which include genres like literature & fiction,

contemporary, and humor, I have recommended CDs that are related to the

metal genre. This recommendation is made based on the assumption that

the user’s preference for literature & fiction and contemporary genres may

align with the intense and energetic nature of metal music. Additionally, the

recommendation includes CDs from bands like Iced Earth and Shadows Fall,

which are known for their technical and progressive musical style, which might

appeal to the user’s interest in contemporary literature.

Mistral
Based on the user’s liked and disliked movies, we can infer that the user has a

preference for animation and children’s books. Therefore, the recommended

books are selected based on their categories.

Based on the userś liked movies, which include "Birdy VHS" and "Mean Streets

VHS," it seems that the user has an interest in movies with a gritty and intense

atmosphere. Therefore, I would recommend books that have a similar theme

or tone

GPT

Based on your liked books, which are mainly children’s books and literature, I

have recommended classical music albums that may resonate with the story-

telling and emotional depth found in those genres. The recommended albums

feature vocal performances and compositions that could evoke similar feelings

to the narratives and themes present in the books you enjoyed.

Based on your liked books, which include a mix of fiction, humor, and biogra-

phies, the recommended movies are aligned with alternative rock and indie

music genres, which often offer a diverse and unique storytelling experience

through their lyrics and melodies. These recommendations aim to provide you

with a creative and thought-provoking entertainment option that resonates

with the variety in your reading preferences.

Table 8: Examples of explanations from LLMs for 0-shot and 1-shot recommendation tasks.
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